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Context:
I Blind source separation problem
I Nonstationary sources
I Time varying mixing matrix

Goal:
I Estimate sources from the observations of their linear mixture ⇒ BSS

I Estimate deformation functions (time warping) which
characterize the nonstationarity of the sources

I Estimate spectra of the underlying stationary sources

 JEFAS

I. Model

A class of nonstationary signals
I x is a realization of a stationary random process X with power spectrum SX .

Acting on x with a time warping operator yields a nonstationary signal y given by:

y(t) =
√
γ′(t) x(γ(t)) .

I Wavelet transform:

Wx(s, τ ) =

∫
R
x(t)q−

s
2ψ

(
t − τ
qs

)
dt with q > 1 .

⇒ The wavelet transforms of the nonstationary signal y and the underlying sta-

tionary signal x are approximately related as follows:

Wy(s, τ ) ≈ Wx(s + logq(γ′(τ )), γ(τ )) .

It can be shown [1] that the approximation error is zero-mean and its variance is
controlled by the decay properties of the wavelet ψ, and the variations of γ.

I JEFAS [2] is an algorithm which relies on the approximation equation for the
joint estimation of the time warping function γ′ and the spectrum Sx.

Doubly nonstationary instantaneous mixture
I Mixture model:

I Sources y(t) ∈ RN: nonstationary independent signals (time warping model).
I Observations z(t) ∈ RN: instantaneous linear mixtures of the sources.

z(t) = A(t)y(t) .

I Goal: determine jointly the mixing matrix A(t), the time warping functions
γi(t), and the spectra SXi

of the stationary sources for i ∈ {1, . . . ,N} from the
observations z(t).

I Approximation equation:
I Assumption: the mixing matrix coefficients are slowly varying.

I ⇒ At fixed time τ : approximate linear relation between the wavelet transforms

of the sources and the observations:

wz,τ ≈ A(τ )wy,τ .

where wz,τ =
(
wT

z1,τ
· · ·wT

zN ,τ

)T
with wzi ,τ = Wzi(s, τ ). The same notation

is used for the wavelet transform of the sources wy,τ .

II. Estimation procedure and algorithm

For each τ , the parameters to estimate are:
I The unmixing matrix: Bτ = A(τ )−1

I The time warping parameters: θτ = (θ1,τ · · · θN ,τ)T where θi ,τ = logq (γ′i(τ ))

Probabilistic setting
I Assume the stationary sources Xi are Gaussian. Then, we derive the law of the
wavelet transforms of the sources wy,τ from the approximation equations. And,
one can write the approximated likelihood on wz ,τ given by

`τ(Bτ ,θτ) = log(pwz ,τ |(Bτ ,θτ)(wz,τ ;Bτ ,θτ))

I Besides, a regularity prior is given to Bτ in order to take into account the
smoothness assumption on the mixing matrix.

t y Estimation algorithm: JEFAS-BSS

I Initialization: Evaluate B̃
(0)
τ ⇒ Estimate the sources via ỹ(0)(τ ) = B̃

(0)
τ z(τ ).

I The following two steps are computed alternatively until convergence:

1. For each source, estimate parameters θ̃
(k)
i ,τ , ∀τ and spectrum S̃

(k)
Xi

applying

JEFAS to ỹ
(k−1)
i .

2. For each τ , solve the MAP problem replacing θτ with its current estimation:

B̃(k)
τ = arg max

Bτ

`τ(Bτ , θ̃
(k)

τ ) s.t. ‖Bτ − B̃
(k)
τ−∆τ
‖∞ ≤ εB∆τ .

⇒ Estimate the sources via ỹ(k)(τ ) = B̃
(k)
τ z(τ )

III. Results

The sharp wavelet ψ] (with infinitely many vanishing moments) is used, supported
in the positive Fourier domain and defined by

ψ̂](ω) = ε
δ(ω,ω0)
δ(ω1,ω0) , ω > 0 where δ(a, b) =

1

2

(
a

b
+
b

a

)
− 1 .

Here ω0 is the mode of ψ̂, ω1 is chosen so that ψ̂](ω1) = ε.

Synthetic example
I N = 3
I Both nonstationary sources (time warping model) are Gaussian. Their under-

lying power spectra are made up of overlapping Hann windows.
I The time-varying mixing matrix coefficients are sinusoidally varying over time:

A(t) =

 1 + 0.3 cos(5π t
T ) 0.75 + 0.4 cos(3π t

T ) 0.6 + 0.1 cos(2π t
T )

−0.5 + 0.5 cos(11π t
T ) 1 + 0.1 cos(8π t

T ) 0.8 + 0.3 cos(5π t
T )

−0.5 + 0.2 cos(π t
T ) 0.5 + 0.1 cos(2π t

T ) 0.2 + 0.1 cos(3π t
T )

 .

⇒ The wavelet transforms of both sources and observations are displayed below.
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I JEFAS-BSS converges in 8 iterations. The estimated sources are displayed below,
together with the corresponding estimated time warping functions and spectra.
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I We compare the performances of JEFAS-BSS with reference BSS algorithms
adapted to stationary sources (SOBI [3]) or constant mixing matrix (QTF-BSS [4]).

Algorithm
SIR (dB) Amari index (dB)

Mean SD Mean SD

SOBI 11.82 3.65 −6.54 0.86
p-SOBI 3.58 1.93 −9.06 0.21
QTF-BSS 0.79 3.88 −3.87 0.42
JEFAS-BSS 30.26 2.37 −15.36 0.70

Table: Comparison of the Signal to Interference Ratio and the averaged Amari index for four BSS
algorithms.
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